Estimating Treatment Effect in the Wild via Differentiated Confounder Balancing
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ABSTRACT
The key challenge on estimating treatment effect in the wild observational studies is to handle confounding bias induced by imbalance of the confounder distributions between treated and control units. Traditional methods remove confounding bias by re-weighting units with supposedly accurate propensity score estimation under the unconfoundedness assumption. Controlling high-dimensional variables may make the unconfoundedness assumption more plausible, but poses new challenge on accurate propensity score estimation. One strand of recent literature seeks to directly optimize weights to balance confounder distributions, bypassing propensity score estimation. But existing balancing methods fail to do selection and differentiation among the pool of a large number of potential confounders, leading to possible underperformance in many high dimensional settings. In this paper, we propose a data-driven Differentiated Confounder Balancing (DCB) algorithm to jointly select confounders, differentiate weights of confounders and balance confounder distributions for treatment effect estimation in the wild high dimensional settings. The synergistic learning algorithm we proposed is more capable of reducing the confounding bias in many observational studies. To validate the effectiveness of our DCB algorithm, we conduct extensive experiments on both synthetic and real datasets. The experimental results clearly demonstrate that our DCB algorithm outperforms the state-of-the-art methods on treatment effect estimation.
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1 INTRODUCTION
Owing to the popularity of Big Data, abundant data are accumulated in various domains such as healthcare and advertising. At the same time, many machine learning and data mining methods are proposed to exploit these data for prediction, aiming to estimate the future outcome in the application of interest. These methods have been proved to be successful in prediction-oriented applications. However, the lack of interpretability of most predictive algorithms makes them less attractive in many settings, especially those requiring decision making. How to improve the explainability of learning algorithms is of paramount importance for both academic research and real applications.

Causal inference is a powerful statistical modeling tool for explanatory analysis. One fundamental problem in causal inference is treatment effect estimation, and its key challenge is to remove the confounding bias induced by the different confounder distributions between treated and control units. The gold standard approach for removing confounding bias is to conduct randomized experiments like A/B testing. But fully randomized experiments are usually expensive [14] and sometimes infeasible [5]. Therefore, many methods are proposed to estimate treatment effect directly from observational data under the unconfoundedness assumption [22]. Most of them adopt the propensity score to reweight units for removing confounding bias [3, 4, 6]. Although these methods are gaining ground in applied work, they require correct model specification on treatment assignment or accurate propensity score estimation. In big data scenarios, controlling high-dimensional variables may make the unconfoundedness assumption more plausible, but poses new challenge on accurate propensity score estimation. Recently, some researchers proposed to balance confounder distributions by directly optimizing the weights, without modeling or estimating the propensity scores [2, 7, 11, 26]. But they balance all observed variables equally without screening and differentiation of confounders, leading to poor performance in high-dimensional settings. Overall, the previous methods can work well in well-designed experimental settings or observational studies with grounded model assumptions and prior knowledge.

In the wild big data scenarios, however, there are almost always a large number of additional or mostly uncontrolled confounders and identified variables, and the correlations
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among them are complex and unknown in the real world [23]. Hence, we face the following challenges in estimating treatment effect in the wild observational studies: (1) unknown model structure of the interactions among variables: As stated in [23], pretty much everything in the real world interacts with everything else, to some degree, and their interactions are complicated due to the complex nature of the real world. We hardly know the real model structure among variables in the wild, so we cannot make any model specification a priori for removing confounding bias. (2) high-dimensional and noisy variables: In big data scenario, there are always a large number of observed variables, but not all these variables are confounders and different confounders contribute unequally to the confounding bias in data. Usually, we do not have sufficient prior knowledge to justify the inclusion of hundreds or even thousands of variables. How to differentiate the confounders and their confounding bias is quite difficult.

To address these challenges, we propose a data-driven method, named Differentiated Confounder Balancing (DCB) algorithm. The method is based on the framework of confounder balancing, but in contrast with previous methods which balance all variables equally, we argue that some variables should not be regarded as confounders and we theoretically prove that the weights of confounders should be differentiated in confounder balancing. Motivated by this, we propose an integrated regularization algorithm to jointly select confounders, differentiate weights of confounders and balance confounder distributions for treatment effect estimation. During the treatment effect estimation, the selected confounders and their weights are used to adjust the weights of units, so that the confounder distributions, approximated by their moments, over all units can be balanced in treated and control groups. We validate our DCB algorithm with extensive experiments on both synthetic and real datasets. The results show that our algorithm outperforms the state-of-the-art methods on treatment effect estimation in observational studies.

The main contributions of this paper are:

- We address the new challenges of estimating treatment effect in big data scenarios with high-dimensional noisy variables and insufficient prior knowledge on variable interactions, which is beyond the capability of previous methods.
- We propose a novel DCB algorithm to jointly select confounders, optimize the confounder weights and sample weights for confounder balancing, and simultaneously estimate the treatment effect in the wild observational studies.
- The advantages of DCB algorithm are demonstrated in both synthetic and real datasets. We also show that our method can significantly help to improve the prediction performance with real online advertising dataset.

The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 introduces our differentiated confounder balancing estimator. Section 4 proposes the algorithm that accurately infers the treatment effect. Section 5 gives the experimental results. Finally, Section 6 concludes the paper.

2 RELATED WORK

Existing weighting based treatment effect estimation methods in observational studies either employ propensity score or optimize balance weights directly.

The propensity score was first proposed by Rosenbaum and Rubin [22], where it was estimated via a logistic regression. Then many other machine learning algorithms (e.g., lasso [8, 10], boosting regression [18], bagged CART and neural network [25]) are employed for propensity score estimation. Various estimators have been proposed based on propensity score, such as propensity score matching, inverse propensity weighting and double robust estimators [3, 4, 6, 16]. But these estimators require correct model specification on treatment assignment or precise estimation of the propensity score, which may not be the case in many applications [2].

Recently, researchers proposed new weighting based estimators by focusing on confounder balancing directly [2, 7, 11, 12, 26]. Hainmueller [11] introduced entropy balancing to directly adjust sample weights to the specified sample moments while moving the sample weights as little as possible. Athey et al. [2] proposed approximate residual balancing for sample weights learning via a lasso residual regression adjustment. Zubizarreta [26] learnt the stable balancing weights via minimizing its variance and adjusting for confounder balancing directly. Chan et al. [7] considered a wide class calibration weights constructed to attain confounder balancing directly. Imai et al. [12] introduced covariate balancing propensity score, which models treatment assignment while optimizing covariates balancing. Most of these methods are non-parametrical and require no propensity score estimation, but they do not differentiate the confounders by treating all observed variables as confounders and balanced all of them equally, leading to possible poor performance on treatment effect estimation in the setting of high dimensional variables.

Hence, it is very likely to improve the treatment effect estimation efficiency by fine-tuned selection and differentiated methods. To achieve the goal, we propose a differentiated confounder balancing algorithm to jointly optimize confounder weights and sample weights for precise treatment effect estimation.

3 PROBLEM AND OUR ESTIMATOR

In this section, we first give the notations and problem formulation, then revisit traditional confounder balancing estimators, and propose a novel estimator via differentiated confounder balancing.

3.1 Notations and Problem Formulation

Our goal is to estimate the treatment effect based on potential outcome framework [13, 22]. With the framework, we define a treatment as a random variable $T$ and a potential outcome as $Y(t)$ which corresponds to a specific treatment $T = t$. 
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Table 1: Symbols and definitions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_t$ ($n_c$)</td>
<td>Sample size for treated (control) group</td>
</tr>
<tr>
<td>$n$</td>
<td>Sample size ($n = n_t + n_c$)</td>
</tr>
<tr>
<td>$p$</td>
<td>Dimension of observed (augmented) variables</td>
</tr>
<tr>
<td>$T \in \mathbb{R}^{n\times}$</td>
<td>Treatment</td>
</tr>
<tr>
<td>$Y \in \mathbb{R}^{n\times}$</td>
<td>Outcome</td>
</tr>
<tr>
<td>$X \in \mathbb{R}^{n\times p}$</td>
<td>Observed variables</td>
</tr>
<tr>
<td>$X_t \in \mathbb{R}^{n\times p}$</td>
<td>Observed variables of treated units</td>
</tr>
<tr>
<td>$M_t \in \mathbb{R}^{n\times p}$</td>
<td>Augmented variables of treated units</td>
</tr>
<tr>
<td>$W \in \mathbb{R}^{n\times 1}$</td>
<td>Sample weights on control units</td>
</tr>
<tr>
<td>$\beta \in \mathbb{R}^{p\times1}$</td>
<td>Confounder weights</td>
</tr>
</tbody>
</table>

In this paper, we only focus on binary treatment, that is $i \in \{0,1\}$. We define the units which received treatment ($T = 1$) as treated units and the other units with $T = 0$ as control units. Then, for each unit indexed by $i = 1, 2, \ldots, n$, we observe a treatment $T_i$, an outcome $Y_{i,0}$ and a vector of observed variables $X_i \in \mathbb{R}^{p\times1}$, where the observed outcome $Y_{i,0}$ of unit $i$ denotes by:

$$Y_{i,0} = Y_i(T_i = T_i \cdot Y_i(1) + (1 - T_i) \cdot Y_i(0)). \quad (1)$$

The numbers of treated and control units are equal to $n_t$ and $n_c$, and the dimension of all observed variables is $p$. In our paper, for any column vector $v = (v_1, v_2, \ldots, v_m)^T$, let $|v|_\infty = \max(|v_1|, \ldots, |v_m|)$, $|v|_2^2 = \sum_{i=1}^m v_i^2$, and $|v|_1 = \sum_{i=1}^m |v_i|$.

Throughout this paper, we assume the unconfoundedness [22] condition is satisfied.

**Assumption 1: Unconfoundedness.** The distribution of treatment is independent of potential outcome when given the observed variables. Formally, $T \perp (Y(0), Y(1)) | X$.

In this paper, we focus on estimating the Average Treatment Effect on the Treated (ATT), which represents the mean (average) difference between the potential outcomes under treated and control status among the treated subgroup.

Formally, the ATT is defined as:

$$ATT = E[Y(1)|T = 1] - E[Y(0)|T = 1], \quad (2)$$

where $Y(1)$ and $Y(0)$ represent the potential outcome of units with treatment status as treated treatment $T = 1$ and control $T = 0$, respectively. Our method proposed in this paper can be readily extended to estimate the Average Treatment Effect on the Control (ATC) and hence the Average Treatment Effect (ATE) for the whole population.

In Eq. (2), $E[Y(1)|T = 1]$ can be straightforwardly estimated by the sample analog $\sum_{i:T_i = 1} T_i \cdot Y_{i,0}$. But it is cumbersome to estimate $E[Y(0)|T = 1]$, since we cannot observe the potential outcome $Y(0)$ for the treated units. Under Assumption 1, $E[Y(0)|T = 1]$ is usually estimated by re-weighting techniques for removing the confounding bias. The re-weighting methods form the surrogates of the unobserved potential outcome $(Y(0)|T = 1)$ by re-weighting the control units with sample weights $W$ to make the confounder distributions on control units mimic the distributions on treated units. Then with the sample weights $W$ on control units, we can estimate the ATT by:

$$ATT = \sum_{i:T_i = 1} \frac{1}{n_t} \cdot Y_{i,0} - \sum_{j:T_j = 0} W_j \cdot Y_{j,0}. \quad (3)$$

### 3.2 Revisiting on Confounder Balancing

It can be seen from Eq. (3) that the ATT estimation produces a sample weights learning problem. The classical approaches for sample weights learning are propensity score based methods [3, 4, 6]. The good performance of these methods hinges on the correct model specification for treatment assignment or accurate estimates of the propensity scores. Hence, the performance of these methods is often poor in the wild observational studies, where the model structure among variables is unknown.

To reduce the model dependency for applying on data in the wild, researchers proposed non-parametric methods to optimize the sample weights $W$ by focusing on confounder balancing directly [2, 11]. The motivation behind these methods is that the confounders can be balanced by their moments, which uniquely determine their distributions. Therefore, they learn the sample weights $W$ by:

$$W = \arg \min_W \| \bar{X}_t - \sum_{j:T_j=0} W_j \cdot X_j \|_2^2. \quad (4)$$

or

$$W = \arg \min_W \| \bar{X}_t - \sum_{j:T_j=0} W_j \cdot X_j \|_\infty^2. \quad (5)$$

where the $\bar{X}_t$ represents the mean value of observed variables on treated units. The direct confounder balancing methods based on Eq. (4) or (5) can be applied on data in the wild. But they balance all observed variables equally without differentiating confounders, which results in poor performance in the setting of high dimensional variables.

### 3.3 Differentiated Confounder Balancing

To precisely estimate the treatment effect with high dimensional observational data in the wild, we propose to simultaneously learn confounder weights and sample weights. The confounder weights can determine which variable is included and its share of contribution on confounding bias, and the sample weights are designed for confounder balancing.

To be specific, we jointly optimize the confounder weights and sample weights by learning following optimization under some constraints to be clarified later.

$$W = \arg \min_W (\beta^T \cdot (\bar{X}_t - \sum_{j:T_j=0} W_j \cdot X_j))^2, \quad (6)$$

where $W \in \mathbb{R}^{n_c \times 1}$ is sample weights and $\beta \in \mathbb{R}^{p\times1}$ is the confounder weights. In Eq. (6), the confounder weights $\beta$ differentiate the roles of each confounder in the balancing process, which helps for better removing the confounding bias in the wild observational studies.

Next, we give theoretical analysis on how to differentiate confounders weights with following proposition.

**Proposition 3.1.** In observational studies, different confounders make unequal confounding bias on ATT with their own weights, and the weights can be learned via regressing potential outcome $Y(0)$ on observed variables $X$.

The general relationship among observed variables $X$, treatment $T$ and outcome $Y$ can be represented as:

$$Y = f(X) + T \cdot g(X) + \epsilon, \quad (7)$$
where the true ATT is \( E(g(X_i)) \), and the potential outcome \( Y(0) \) can be represented by:
\[
 Y(0) = f(X) + \epsilon. \tag{8}
\]

We prove Proposition 3.1 with following assumption.

**Assumption 2:** **Linearity.** The regression of potential outcome \( Y(0) \) on observed variables \( X \) is linear, that is \( f(X) = c + \alpha X \).

Under assumption 2, we can rewrite estimator of \( \hat{ATT} \) as:
\[
 \hat{ATT} = \sum_{i:T_i=1} \frac{1}{n_i} Y_{i}^{obs} - \sum_{j:T_j=0} W_j Y_{j}^{obs} \\
 = \sum_{i:T_i=1} \frac{1}{n_i} (c + \alpha X_i + g(X_i) + \epsilon_i) - \sum_{j:T_j=0} W_j (c + \alpha X_j + \epsilon_j) \\
 = E(g(X_i)) + (\sum_{i:T_i=1} \frac{1}{n_i} \alpha X_i - \sum_{j:T_j=0} W_j \alpha X_j) + \phi(\epsilon) \\
 = ATT + \sum_{i=1}^n \alpha_i (\sum_{i:T_i=1} \frac{1}{n_i} X_{i,k} - \sum_{j:T_j=0} W_i X_{j,k}) + \phi(\epsilon),
\]
where \( \phi(\epsilon) = \sum_{i:T_i=1} \frac{1}{n_i} \epsilon_i - \sum_{j:T_j=0} W_i \epsilon_j \) refers to the difference of noises between treated and control units, and \( \phi(\epsilon) \approx 0 \) with Gaussian noise. To reduce the bias of \( ATT \), we need regulate the term \( \sum_{k=1} \alpha_k \cdot (\sum_{i:T_i=1} \frac{1}{n_i} X_{i,k} - \sum_{j:T_j=0} W_i X_{j,k}) \), where \( (\sum_{i:T_i=1} \frac{1}{n_i} X_{i,k} - \sum_{j:T_j=0} W_i X_{j,k}) \) means the difference of the \( k^{th} \) confounder between treated and control units. The parameter \( \alpha_k \) represents the confounding bias weight of the \( k^{th} \) confounder, and it is the coefficient of \( X_k \) in the function \( f(X) \). Hence, we can learn the confounder weights from the regression of potential outcome \( Y(0) \) on observed variables \( X \) under **Linearity** assumption.

Actually, the regression of potential outcome \( Y(0) \) against on observed variables \( X \) is infeasible, because of the counterfactual problem, that we cannot observe the potential outcome \( Y(0) \) for treated units. Here we utilize the sample weights \( W \) again to facilitate the construction of surrogates for the potential outcomes \( Y(0) \) of the treated units. We will elaborate on this later.

When the function \( f(X) \) is nonlinear, that is \( f(X) \) allows for powers and interactions among observed variables. It is conceptually easy to extend above results under **Linearity** assumption to bound the bias of \( ATT \) with Taylor expansion on \( f(X) \) by balancing not only observed variables, but also their powers and interactions. Therefore, when \( f(X) \) is nonlinear, we have to balance the augmented variables \( M = (X, X^2, X_i X_j, X^3, X_i X_j X_k, \cdots) \), and learn the confounder weights by regressing the potential outcome \( Y(0) \) on augmented variables \( M \).

The differentiated confounder balance strategy we propose focuses on mere bias control of the ATT estimator by mean modelling of the potential outcome. A possible refined strategy can be developed by incorporating variance modeling of the potential outcome, which allows one to control the variance and eventually the MSE of the resultant ATT estimator. We leave this extension to future work.

### 4 OPTIMIZATION

In this section, we give details of our DCB algorithm for treatment effect estimation, and introduce parameters tuning method for the “no ground truth” problem in observational causal inference.

#### 4.1 Algorithm

With Proposition 3.1, we know the \( ATT \) estimator is affected by the unbalance of the observed variables, and their high order terms. That is the augmented variables \( M \):
\[
 M = (X, X^2, X_i X_j, X^3, X_i X_j X_k, \cdots). \tag{9}
\]

Combining Eq. (6)&(9) and Proposition 3.1, we give our objective function to jointly optimize sample weights and confounder weights for \( ATT \) estimation in observational studies as:
\[
 \min \left( \beta^T \cdot (\overline{M} - M^T W) \right)^2, \tag{10}
\]
\[
 s.t. \quad \sum_{j:T_j=0} (1 + W_j) \cdot (Y_j - M_j \cdot \beta)^2 \leq \lambda, \\
 \|W\|^2_2 \leq \delta, \quad \|\beta\|^2 \leq \mu, \quad \|\beta\|_1 \leq \nu, \\
 1^T W = 1 \quad and \quad W \succeq 0,
\]
where \( W \) is the sample weights and \( \beta \) is the confounder weights. \( \overline{M} \) represents the mean value of augmented variables on treated units, \( \sum_{j:T_j=0} (1 + W_j) \cdot (Y_j - M_j \cdot \beta)^2 \) refers to the loss function of potential outcome \( Y(0) \) when learning the confounder weights, including potential outcome loss on both control units \( \sum_{j:T_j=0} W_j \cdot (Y_j - M_j \cdot \beta)^2 \), which is again a surrogate by weighting. With the constraints \( \|\beta\|_2 \leq \mu \) and \( \|\beta\|_1 \leq \nu \), we can remove the non-confounders and smooth the confounder weights. The formula \( 1^T W = 1 \) normalizes the sample weights on control units to add up to one, with the sample weights on treated units. The terms \( W \succeq 0 \) constraint each of sample weights is non-negative. With norm \( \|W\|^2_2 \leq \delta \), we can reduce the variance of the sample weights to achieve stability.

These lead to the following optimization problem, which is to minimize \( J(W, \beta) \) with constraints on parameters \( W \).
\[
 J(W, \beta) \quad = \quad \left( \beta^T \cdot (\overline{M} - M^T W) \right)^2 + \lambda \sum_{j:T_j=0} (1 + W_j) \cdot (Y_j - M_j \cdot \beta)^2 + \|W\|^2_2 + \mu \|\beta\|^2_2 + \nu \|\beta\|_1, \tag{11}
\]
\[
 s.t. \quad 1^T W = 1 \quad and \quad W \succeq 0.
\]

Here, we propose an iterative method to minimize the above objective function (11).

Firstly, we initialize sample weights \( W = \{1/n_c, \cdots, 1/n_c\}^T \) and confounder weights \( \beta = \{1/p, \cdots, 1/p\}^T \). Once the initial values are given, in each iteration, we first update \( \beta \) by fixing \( W \), and then update \( W \) by fixing \( \beta \). These steps are described below:

**Update \( \beta \):** When fixing \( W \), the problem (11) is equivalent to optimize following objective function:
\[
 J(\beta) \quad = \quad \left( \beta^T \cdot (\overline{M} - M^T W) \right)^2 + \mu \|\beta\|^2_2 + \nu \|\beta\|_1. \tag{12}
\]
which is a standard \( \ell_2 \) norm regularized least squares problem and can be solved with any LASSO (or elastic net) solver. Here, we use the proximal gradient algorithm [19] with proximal operator to solve the objective function in (12).
Algorithm 1: Differentiated Confounder Balancing (DCB)

Input: Tradeoff parameters $\lambda > 0$, $\delta > 0$, $\mu > 0$, $\nu > 0$. Augmented Variables Matrix on treat units $\mathbf{M}_t$. Augmented Variables Matrix on control units $\mathbf{M}_c$ and Outcome $Y$.

Output: Confounder Weights $\beta$ and Sample Weights $W$

1. Initialize Confounder Weights $\beta^{(0)}$ and Sample Weights $W^{(0)}$.
2. Calculate the current value of $J(W, \beta^{(t)}) = J(W^{(t)}, \beta^{(t)})$ with Equation (11).
3. Initialize the iteration variable $t \leftarrow 0$
4. repeat
5: $t \leftarrow t + 1$
6: Update $\beta^{(t)}$ by solving $J(\beta^{(t-1)})$ in Equation (12).
7: Update $W^{(t)}$ by solving $J(W^{(t-1)})$ in Equation (13).
8: Calculate $J(W^{(t)}, \beta^{(t)}) = J(W^{(t)}, \beta^{(t)})$
9: until $J(W^{(t)}, \beta^{(t)})$ converges or max iteration is reached.
10: return $\beta$, $W$.

Update $W$: By fixing $\beta$, we can obtain $W$ by optimizing (11). It is equivalent to optimize following objective function:

$$J(W) = (\beta^T \cdot (\mathbf{M}_c - \mathbf{M}_t^T W))^2 + \delta \| W \|^2_2$$

$$+ \lambda \sum_{j, T_j = 0} (1 + W_j) \cdot (Y_j - M_j - \beta)^2,$$

s.t. $1^T W = 1$ and $W \succeq 0$.

For ensuring non-negative of $W$ with constraint $W \succeq 0$, we let $W = \omega \odot \omega$, where $\omega \in \mathbb{R}^{n_c \times 1}$ and $\odot$ refers to the Hadamard product. Then the problem (13) can be reformulated as:

$$J(\omega) = (\beta^T \cdot (\mathbf{M}_c - \mathbf{M}_t^T (\omega \odot \omega)))^2 + \delta \| \omega \odot \omega \|^2_2$$

$$+ \lambda \sum_{j, T_j = 0} (1 + \omega_j \odot \omega_j) \cdot (Y_j - M_j - \beta)^2,$$

s.t. $1^T (\omega \odot \omega) = 1$.

The partial gradient of term $J(\omega)$ with respect to $\omega$ is:

$$\frac{\partial J(\omega)}{\partial \omega} = -4(\beta^T \cdot (\mathbf{M}_c - \mathbf{M}_t^T (\omega \odot \omega))) \cdot \mathbf{M}_c \cdot \beta \odot \omega$$

$$+ 4\omega \odot \omega \odot \omega + 2\lambda \omega \odot \omega \cdot Y_c - \mathbf{M}_c \cdot \beta)^2.$$

Then we determine the step size $a$ with line search, and update $\omega$ at $t^{th}$ iteration as:

$$\omega^{(t)} = \omega^{(t-1)} - a \cdot \frac{\partial J(\omega^{(t-1)})}{\partial \omega^{(t-1)}}.$$

With constraint $1^T (\omega \odot \omega) = 1$, we normalize $\omega^{(t)}$ as:

$$\omega^{(t)} = \frac{\omega^{(t)}}{\sqrt{1^T (\omega^{(t)} \odot \omega^{(t)})}}.$$

Then, we update $W^{(t)}$ at $t^{th}$ iteration with:

$$W^{(t)} = \omega^{(t)} \odot \omega^{(t)}.$$

We update $\beta$ and $W$ iteratively until the objective function (11) converges. The whole algorithm is summarized in Algorithm 1.

Finally, with the optimized sample weights $W$ by our DCB algorithm, we can estimate the ATT with Eq. (3).

Remark 1. The confounder weights $\beta$ in our algorithm can be applied for outcome residual adjustment as [2] did. Then, with the optimized $\beta$ and $W$ in our algorithm, we can estimate the ATT by combining confounder balancing and residual adjustment as:

$$\hat{\text{ATT}} = \sum_{i,T_i=1} \frac{1}{\gamma_i} \cdot Y_i^{obs} - \sum_{i,T_i=0} \gamma_i (Y_i^{obs} - M_i \cdot \beta).$$

4.2 Complexity Analysis

During the procedure of optimization, the main cost is to calculate the loss $J(W, \beta)$, update confounder weights $\beta$ and sample weights $W$. We analyze the time complexity of each of them respectively. For the calculation of the loss, its complexity is $O(np)$, where $n$ is the sample size and $p$ is the dimension of (augmented) variables. For updating $\beta$, this is standard LASSO problem and its complexity is $O(np)$. For updating $W$, the complexity is dominated by the step of calculating the partial gradients of function $J(\omega)$ with respect to variable $\omega$. The complexity of $\frac{\partial J(\omega)}{\partial \omega}$ is $O(np)$.

4.3 Parameters Tuning

No ground truth for parameters tuning is the main challenge of causal inference in observational studies. To address this challenge, we apply matching method to estimate the ATT and set it as the “approximal ground truth” as [1, 15, 21] did. Specially, for each treated unit $i$, we find its closet match among control units as follow:

$$\text{match}(i) = \arg \min_{j, T_j=0} \| X_i - X_j \|^2_2.$$ (15)

To make the matching approximate to exactly matching, we drop unit $i$ if $\text{match}(i) > \epsilon$. Then, we can obtain the “approximal ground truth” by comparing the average outcome between the matched treated and control units.

With the “approximal ground truth”, we can tune parameters for our algorithm and baselines with cross validation by grid searching.

5 EXPERIMENTS

In this section, we evaluate our algorithm on both synthetic and real world datasets, comparing with the state-of-the-art methods.

5.1 Baseline Estimators

We implement following baseline estimators to evaluate the ATT for comparison.

- **Directly Estimator $\hat{\text{ATT}}_{dir}$**: It evaluates the ATT by directly comparing the average outcome between the treated and control units. It ignores the confounding bias in data.
- **IPW Estimator $\hat{\text{ATT}}_{IPW}$**: It evaluates the ATT via reweighting units with inverse of propensity score. It relies on correct model specification on treatment assignment.
- **Doubly Robust Estimator $\hat{\text{ATT}}_{DR}$**: It evaluates the ATT with combination of IPW and regression method. It relies on correct specification of propensity score or outcome regression models.
• **Entropy Balancing Estimator $\hat{ATT}_{ENT}$** [11]: It evaluates the ATT by directly balancing on confounders and entropy loss on sample weights. It ignores the confounder weights.

• **Approximate Residual Balancing Estimator $\hat{ATT}_{ARB}$** [2]: It evaluates the ATT by combining weighting adjustment via directly balancing on confounders and regression adjustment on outcome. It ignores the confounder weights.

In this paper, we implemented $\hat{ATT}_{IPW}$ and $\hat{ATT}_{DR}$ with lasso regression for variables selection.

### 5.2 Experiments on Synthetic Data

In this section, we introduce how to generate the synthetic datasets and demonstrate the effectiveness of our DCB algorithm with extensive experiments.

#### 5.2.1 Dataset

To generate the synthetic datasets, we consider two sample sizes $n = \{2000, 5000\}$ and also vary the dimension of observed variables $p = \{50, 100\}$. We first generate the observed variables $X = (x_1, x_2, \ldots, x_p)$ with independent Gaussian distributions as:

$x_1, x_2, \ldots, x_p \sim_{iid} N(0, 1),$

where $x_i$ represents the $i^{th}$ variable in $X$.

To test the robustness of all estimators, we generate the binary treatment variable $T$ from a logistic function $(T_{logit})$ and a misspecified function $(T_{missp})$ as:

$T_{logit} \sim \text{Bernoulli}(1/(1 + \exp(-\sum_{i=1}^{p} s_c \cdot x_i + N(0, 1))))$, and $T_{missp} = 1$ if $\sum_{i=1}^{p} s_c \cdot x_i + N(0, 1) > 0$, $T_{missp} = 0$ otherwise

where we vary both **confounding rate** $r_c$ and **confounding strength** $s_c$ from 0 to 1. The confounding rate represents the ration of confounders to all observed variables, and the confounding strength refers to the bias strength of confounders on treatment.

We generate the outcome $Y$ from a linear function $(Y_{linear})$ and a nonlinear function $(Y_{nonlin})$ as:

$Y_{linear} = T + \sum_{j=1}^{p} I(\text{mod}(j, 2) \equiv 0) \cdot (\frac{1}{2} + T) \cdot x_j + N(0, 3),$

$Y_{nonlin} = T + \sum_{j=1}^{p} I(\text{mod}(j, 2) \equiv 0) \cdot (\frac{1}{2} + T) \cdot x_j + N(0, 3) + \sum_{j=1}^{p-1} I(\text{mod}(j, 10) \equiv 1) \cdot \delta \cdot (x_j^2 + x_j \cdot x_{j+1}),$

where the $I(\cdot)$ is the indicator function and function $\text{mod}(x, y)$ returns the modulus after division of $x$ by $y$.

Under different settings on treatment $T$ and outcome $Y$, we know the **true ATT** in simulation. We evaluate the **ATT** with our algorithm, comparing with baselines.

#### 5.2.2 Results

To evaluate the performance of our proposed method, we carry out the experiments for 100 times independently. Based on the estimated ATT ($\hat{ATT}$), we calculate its **Bias**, standard deviations (SD), mean absolute errors (MAE) and root mean square errors (RMSE) with following definitions:

\[
\text{Bias} = \frac{1}{K} \sum_{k=1}^{K} \hat{ATT}_k - ATT
\]

\[
\text{SD} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (\hat{ATT}_k - \frac{1}{K} \sum_{k=1}^{K} \hat{ATT}_k)^2}
\]

\[
\text{MAE} = \frac{1}{K} \sum_{k=1}^{K} |\hat{ATT}_k - ATT|
\]

where $K$ is the experimental times, $\hat{ATT}_k$ is the estimated ATT in $k^{th}$ experiment and $\text{ATT}$ represents the true treatment effect.

We report the results in Table 2 for settings $T = T_{logit}$, $Y = Y_{linear}$ and $T = T_{missp}$, $Y = Y_{nonlin}$. The results under other settings are reported in the supplemental\(^1\) to save space.

From Table 2, we have following observations and analyses:

- Directly estimator fails when confounders are associated with both treatment and outcome. From our results, we find directly estimator makes huge error on ATT estimation, since it ignores the confounding bias in data.

- IPW and DR estimators have poor performance in the setting of high dimensional variables or when the model specifications are incorrect. IPW and DR estimators make huge error under setting 3 and setting 4, where $T = T_{missp}$ and $Y = Y_{nonlin}$.

- ENT estimator has good performance only when the parameters $s_c = 0.2$ under setting 2, where the confounding bias is small in data, but its performance deteriorates as the confounding bias increasing. Since it ignores the confounder weights, which makes it unable to effectively remove the confounding bias in data.

- ARB estimator achieves better performance than other baselines in most of time, since it is nonparametric method with regression adjustment. However, it is far inferior to our proposed estimator. The key reason is that it balances all observed variables equally.

- Our proposed DCB estimator, by jointly optimizing both sample weights and confounder weights, achieves significant improvements over the baselines in different settings, when varying sample size $n$, dimension of variables $p$, confounding rate $r_c$ and confounding strength $s_c$.

We show the robustness of our estimator in Figure 1 by varying the sample size $n$, dimension of variables $p$, confounding rate $r_c$ and confounding strength $s_c$. From Figure 1, we find that as we decrease $n$ or increase $p$, $r_c$ and $s_c$, the MAE of our estimator is consistent stable and small, while the MAE of baseline estimators increases continuously. This demonstrates that our proposed estimator is more precise and robust than the baselines.

#### 5.2.3 Parameter Analysis

In our DCB algorithm, we have hyper-parameters $\lambda$, $\delta$, $\mu$ and $\nu$. As mentioned before, we tuned these parameters in our experiments with cross validation by grid searching, and each parameter is uniformly varied from $\{0.001, 0.01, 0.1, 1, 10, 100, 1000\}$. We displayed the **Bias** of treatment effect estimation with respect to $\lambda$, $\delta$, $\mu$ and $\nu$, respectively. As seen from Figure 2, the **Bias** do not change too much and the performance are relatively stable when parameters $\lambda \geq 1$ and $\delta, \mu, \nu \leq 1$. From Figure 2a, we can see the **Bias** is huge when parameter $\lambda$ is too small. The main reason is that small value of $\lambda$ would slack the

\(^1\)[https://www.dropbox.com/s/99s9rmkybo7njbv/paper_supplemental.pdf]
Table 2: Results on synthetic dataset in different settings. The Bias refers to the absolute error between the true and estimated ATT. The SD, MAE and RMSE represent the standard deviations, mean absolute errors and root mean square errors of estimated ATT (\(\hat{ATT}\)) after 100 times independently experiments, respectively. The smaller Bias, SD, MAE and RMSE, the better.

**Setting 1:** \(T = T_{\text{sim}}\), \(Y = Y_{\text{sim}}\) and \(s_c = 1\)

<table>
<thead>
<tr>
<th>(s_c)</th>
<th>Estimator</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_c = 0.2)</td>
<td>(ATT_{dir})</td>
<td>6.483 (3.406)</td>
<td>0.473</td>
<td>6.669</td>
<td>6.420 (2.505)</td>
<td>0.473</td>
<td>18.53 (5.148)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{1IPW})</td>
<td>2.220 (6.224)</td>
<td>6.466</td>
<td>6.609</td>
<td>3.635 (15.40)</td>
<td>17.52</td>
<td>6.348 (4.514)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DR})</td>
<td>0.118 (0.307)</td>
<td>0.253</td>
<td>0.329</td>
<td>0.159 (0.512)</td>
<td>0.512</td>
<td>1.446 (1.485)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ENT})</td>
<td>0.371 (0.477)</td>
<td>0.453</td>
<td>0.605</td>
<td>0.492 (3.167)</td>
<td>5.052</td>
<td>2.425 (2.299)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ARB})</td>
<td>0.074 (0.472)</td>
<td>0.376</td>
<td>0.477</td>
<td>0.868 (0.435)</td>
<td>0.881</td>
<td>0.367 (0.371)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DCB})</td>
<td>0.014 (0.121)</td>
<td>0.099</td>
<td>0.122</td>
<td>0.006 (0.119)</td>
<td>0.101</td>
<td>0.098 (0.108)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n/p)</th>
<th>(n = 2000, p = 50)</th>
<th>(n = 2000, p = 100)</th>
<th>(n = 5000, p = 50)</th>
<th>(n = 5000, p = 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_c = 0.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Setting 2:** \(T = T_{\text{sim}}\), \(Y = Y_{\text{sim}}\) and \(r_c = 0.5\)

<table>
<thead>
<tr>
<th>(s_c)</th>
<th>Estimator</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_c = 0.2)</td>
<td>(ATT_{dir})</td>
<td>51.06 (3.725)</td>
<td>0.307</td>
<td>51.94</td>
<td>143.0 (9.89)</td>
<td>143.0</td>
<td>50.45 (19.00)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{1IPW})</td>
<td>29.99 (4.048)</td>
<td>0.306</td>
<td>29.99</td>
<td>98.24 (8.462)</td>
<td>98.24</td>
<td>98.60 (23.216)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DR})</td>
<td>0.345 (0.253)</td>
<td>0.367</td>
<td>0.428</td>
<td>4.492 (0.333)</td>
<td>4.492</td>
<td>4.504 (0.338)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ENT})</td>
<td>15.96 (1.745)</td>
<td>0.155</td>
<td>0.208</td>
<td>0.174 (0.193)</td>
<td>0.174</td>
<td>0.206 (0.190)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ARB})</td>
<td>0.231 (0.645)</td>
<td>0.353</td>
<td>0.685</td>
<td>2.909 (0.491)</td>
<td>2.909</td>
<td>2.951 (0.504)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DCB})</td>
<td>0.003 (0.127)</td>
<td>0.102</td>
<td>0.127</td>
<td>0.020 (0.135)</td>
<td>0.114</td>
<td>0.072 (0.088)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n/p)</th>
<th>(n = 2000, p = 50)</th>
<th>(n = 2000, p = 100)</th>
<th>(n = 5000, p = 50)</th>
<th>(n = 5000, p = 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_c = 0.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Setting 3:** \(T = T_{\text{sim}}\), \(Y = Y_{\text{sim}}\) and \(s_c = 0.5\)

<table>
<thead>
<tr>
<th>(s_c)</th>
<th>Estimator</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
<th>Bias (SD)</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_c = 0.2)</td>
<td>(ATT_{dir})</td>
<td>11.80 (3.243)</td>
<td>0.124</td>
<td>11.80</td>
<td>43.38 (9.170)</td>
<td>43.38</td>
<td>44.34</td>
</tr>
<tr>
<td></td>
<td>(ATT_{1IPW})</td>
<td>3.897 (2.759)</td>
<td>4.144</td>
<td>4.775</td>
<td>18.37 (8.317)</td>
<td>18.38</td>
<td>20.17</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DR})</td>
<td>0.053 (0.150)</td>
<td>0.124</td>
<td>0.159</td>
<td>1.255 (0.256)</td>
<td>1.255</td>
<td>1.283</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ENT})</td>
<td>0.023 (0.108)</td>
<td>0.128</td>
<td>0.170</td>
<td>0.174 (0.193)</td>
<td>0.174</td>
<td>0.206 (0.190)</td>
</tr>
<tr>
<td></td>
<td>(ATT_{ARB})</td>
<td>0.002 (0.170)</td>
<td>0.129</td>
<td>0.170</td>
<td>0.011 (0.184)</td>
<td>0.151</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>(ATT_{DCB})</td>
<td>0.007 (0.107)</td>
<td>0.086</td>
<td>0.107</td>
<td>0.013 (0.098)</td>
<td>0.099</td>
<td>0.099</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n/p)</th>
<th>(n = 2000, p = 50)</th>
<th>(n = 2000, p = 100)</th>
<th>(n = 5000, p = 50)</th>
<th>(n = 5000, p = 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_c = 0.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Experiments on Real Data

In this section, we apply our DCB algorithm on two real datasets for ATT estimation and application, including the LaLonde dataset and an online advertising dataset.

5.3.1 LaLonde Dataset. First, we apply our DCB algorithm on the LaLonde dataset\(^2\), a canonical benchmark in the causal inference literature \([9, 11]\). The LaLonde dataset used in our paper consists of two parts. The first part comes from a randomized experiment on a large scale job training program, the National Support Work Demonstration (NSW)\(^3\). In the second part data, as \([11]\) did, we replace the control group in randomized experiment with another control group drawn from the Current Population Survey-Social Security Administration file (CPS-1) where the measured covariates are the same with the experimental data. The treatment in this data is whether the participant attend the particular job training program or not, and the outcome is the earning in the year 1978. The data contains 10 raw observed variables, including earnings and employment status for year 1974 and 1975, education status (years of schooling and an indicator for completed high school degree), age, ethnicity (indicators for black and hispanic) and the married status.

Overall, there are 185 program participants (the treated units) and 260 nonparticipants (the control units) in the experimental data NSW. In the observational data CPS-1, we have 185 program participants and 15,992 nonparticipants. The randomized experimental data NSW provide the ground truth for estimating the ATT of the program. We estimate the ATT with the observational data CPS-1, comparing our proposed algorithm with the baselines.

**Experimental Settings.** In our experiments, we randomly split the observational data CPS-1 as 6 partitions, with the first 3 partitions, we train our model and baseline models for parameters tuning with cross validation by grid searching, and test model performance and robustness with the last 3 partitions. We conduct our DCB algorithm and baselines on two variables sets, V-RAW and V-INTERACTION. The V-RAW refers to the 10 raw observed variables, and the V-INTERACTION refers to the set of raw variables, their pairwise one-way interaction, and their squared terms.

**Results.** We report the results in Table 3, where the smaller Bias and SD, the better. From the results, we have following observations. (1) Directly estimator failed due to the existing of confounding bias in the LaLonde data. (2) IP-W generates a big error on ATT estimation in both V-RAW and V-INTERACTION settings. The main reason is that restrain on confounder weights learning, resulting in imprecise confounder weights, even the trivial solution \(\beta = 0\). From Figure 2c and 2d, we find that the Bias increased as the increasing of \(\mu\) and \(\nu\). This is because that large value of \(\mu\) and \(\nu\) would enforce the confounder weights close to zero. The Figure 2b demonstrates that the performance is insensitive to the parameter \(\delta\). To sum up, we can easily obtain the best hyper-parameters for our DCB algorithm.

\(^2\)The dataset is available at http://users.nber.org/~rdehejia/data/nswdata2.html

\(^3\)Notice that we focus on the Dehejia and Wahha sampled dataset of the LaLonde.
Table 3: ATT estimation results on LaLonde dataset, where the true ATT from randomized experiment is 1,794. The smaller Bias and SD, the better.

<table>
<thead>
<tr>
<th>Variables Set</th>
<th>V-RAW</th>
<th>V-INTERACTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimator</td>
<td>ATT</td>
<td>Bias (SD)</td>
</tr>
<tr>
<td>ATT_s</td>
<td>-8471</td>
<td>10265 (374)</td>
</tr>
<tr>
<td>ATT_IPW</td>
<td>-4481</td>
<td>6275 (971)</td>
</tr>
<tr>
<td>ATT_DR</td>
<td>1154</td>
<td>639 (491)</td>
</tr>
<tr>
<td>ATT_ENT</td>
<td>1535</td>
<td>259 (995)</td>
</tr>
<tr>
<td>ATT_ATT</td>
<td>1537</td>
<td>257 (996)</td>
</tr>
<tr>
<td>ATT_DC</td>
<td>1958</td>
<td>164 (728)</td>
</tr>
</tbody>
</table>

Table 4: Confounder weights learnt from our DCB algorithm with V-RAW variables set.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Confounder</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Earnings 1975</td>
<td>0.385</td>
</tr>
<tr>
<td>2</td>
<td>Earnings 1974</td>
<td>0.241</td>
</tr>
<tr>
<td>3</td>
<td>Employed 1975</td>
<td>0.141</td>
</tr>
<tr>
<td>4</td>
<td>Education</td>
<td>0.138</td>
</tr>
<tr>
<td>5</td>
<td>Employed 1974</td>
<td>0.050</td>
</tr>
<tr>
<td>6</td>
<td>Married</td>
<td>0.039</td>
</tr>
<tr>
<td>7</td>
<td>High School Degree 1975</td>
<td>0.017</td>
</tr>
<tr>
<td>8</td>
<td>Age</td>
<td>-0.013</td>
</tr>
<tr>
<td>9</td>
<td>Black</td>
<td>-0.003</td>
</tr>
<tr>
<td>10</td>
<td>Hispanic</td>
<td>-0.001</td>
</tr>
</tbody>
</table>

The online advertising campaign used in our paper is about LONGCHAMP handbags for young ladies[^5]. This campaign contains 14,891 user feedbacks with Like and 93,108 Dislikes. For each user, we have 56 features including (1) demographic attributes, such as age, gender, (2) number of friends, (3) device (iOS or Android), and (4) the user settings on WeChat, for example, whether allowing strangers to see his/her album and whether installing the online payment service.

**Experimental Settings.** In our experiments, we set the feedback of users on the advertisement as outcome $Y$. Specifically, we set the outcome $Y_i = 1$ when user $i$ likes the advertisement and $Y_i = 0$ when user $i$ dislikes it. And we alternatively set one of the user features as the treatment $T$ and others as the observed variables $X$. Therefore, we can estimate the ATT for each user feature. We tuned the parameters in our algorithm and baseline methods with the “approximal ground truth” via cross validation by grid searching.

**Evaluation and baselines.** In this dataset, we have no ground truth about the treatment effect of each user feature, but we are interested in whether the top $k$ features ranked by our proposed DCB estimator is able to get good performance in predicting the Like and Dislike behaviors of users, comparing with all above ATT baseline estimators and two commonly used methods for correlation-based feature selection, including MRel (Maximum Relevance) [24] and mRMR (Maximum Relevance Minimum Redundancy) [20]. Our estimator and other ATT baseline estimator rank the user features by their absolute causal effect. We use MAE as the evaluation metric, which is defined as:

$$MAE = \frac{1}{m} \sum_{i=1}^{m} |\hat{Y}_i - Y_i|,$$

where $m$ is the number of users in test data, $\hat{Y}_i$ and $Y_i$ represent the predict and actual feedback of user $i$ on the advertisement.

**Results.** We plot the results in Figure 3. From the results, we can find that our proposed DCB estimator achieves the best prediction accuracy with different number of features. Also, our method can get almost the optimal prediction performance with much less features than other baselines. The main reason is that with differentiating the confounders, our estimator can estimate the causal effect of each user feature more precisely by better confounding bias removing. Another important observation is that the two commonly used correlation-based feature selection methods perform worse than our method and even the other causal estimators. This is because of the sample selection bias between the training and testing datasets, the correlation-based methods cannot handle this issue, while the causal estimators can solve the problem to a certain extent by balancing treated and control units and removing the confounding bias. The results demonstrate that treatment effect estimation can significantly help to improve the prediction performance, as long as the confounding problems are appropriately addressed.

Therefore, we proposed the concept of confounder weights for treatment effect estimation with data-driven variable decomposition. We demonstrated that our proposed algorithm can significantly and consistently outperform the baselines when selecting the top k features by our algorithm have the best prediction performance on an online advertising dataset. We also demonstrated that the top ranked features by our algorithm have the best performance on both synthetic and real datasets demonstrated that our algorithm can significantly and consistently outperform the start-of-the-art methods. We also demonstrated that the top ranked features by our algorithm have the best prediction performance on an online advertising dataset.

Our future work will focus on causal inference with unobserved confounders in observational studies by data driven approach.

Our future work will focus on causal inference with unobserved confounders in observational studies by data driven approach.
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