Classification of distinct classes in hyperspectral images (HSI) is one of the most pervasive problems in remote sensing field. Deep learning has recently proved its efficiency in HSI classification. However, incorporating spatial/contextual features along with spectral information in deep networks is still a challenging task. In this paper, for an effective spectral-spatial feature extraction, an improved deep network, spatial updated hyper-voxel stacked auto-encoder (HVSAE) approach is proposed which exploits spatial context within spectrally similar contiguous pixels for effective HSI classification. The proposed approach involves two key steps—firstly, we compute adaptive boundary adjustment based segmentation whose size and shape can be adapted according to the spatial structures and which consists of spatially contiguous pixels with similar spectral features, followed by an object-level classification using stacked auto-encoder (SAE) based decision fusion approach that merges spatial-segmented outcome and spectral information into a SAE framework for robust spectral-spatial HSI classification. The proposed approach takes full advantage of the available detailed spectral information in the presence of limited training samples. Each hyper-segmented region [8] in HSI can be considered as a local spatial region whose size and shape can be adaptively adjusted for different spatial structures. The hyper-voxel based stacked auto-encoder (HVSAE) first employs an effi-
cient hyper-voxel based segmentation approach [8] to divide the HSI into many spatially connected regions. Then, pixels in each hyper-segmented structures are assumed to have very similar spectral characteristics, and their correlations are exploited via a stacked auto-encoder. Proposed method exploit multi-layer stacked auto-encoder (SAE) to learn shallow and deep features of hyperspectral data. The rest of the paper is formulated as follows. The proposed methodology is presented in section 2. Experimental analysis and data sets are explained in section 3 followed by conclusion in section 4.

2. HV BASED SAE FOR HSI CLASSIFICATION

Feature extraction process should take into account two major facts 1) There is a high probability that data with similar spectral signatures share the same class 2) There is also a high probability that neighboring data with correspondence in spectral signatures should also share the same class. By keeping these facts in mind, we have improved the SAE classification process to extract discriminative spectral-spatial features. Auto-encoder considers every data sample individually without any correlation with neighboring samples and only pays attention on minimizing the error between the input and the reconstructed output. In order to control the feature learning structure to follow the above mentioned facts, we improve SAE to keep the correlation between sampled data by providing SAE contextual/spatial information along with the selected spectral features. That results into an improved classification performance.

Hyper-segmentation is an adaptive boundary adjustment based model [8] which results into a spatial region whose shape and size can be flexibly attuned according to different spatial structures present in the HSI. Proposed HVSAE algorithm extends this model for HSI classification and adopts the SAE to effectively exploit spectral–spatial information within and among each segmented region. In general, the proposed HVSAE algorithm mainly involves three parts: 1) Feature selection 2) creation of spatially adaptive segments in HSI and 3) exploration of spectral–spatial information of these segmented regions via SAE.

2.1. Spatial Feature Extraction by Hyper-segmentation

The hyper voxel is extracted by exploiting efficient hyper-segmentation approach [8] that extract spatial voxels through the energy function:

\[
A(p, q_i) = \sqrt{|x_p - g_i|^2 + \lambda \tilde{n}_i(p) |\text{Grad}(p)|}
\]

Tri-factor weight model is applied to extract the structural information which is evaluated based on the movement of edges till the actual structural boundary is encountered [8]. To reduce the computational cost, before the segmentation, an efficient feature selection approach [9] is applied on the original HSI to obtain best features that should contain the most important variational information for the whole image, it is used as the base image for the hyper-segmentation. The segmentation process is illustrated in Fig. 1.

2.2. Extraction of Spectral-Spatial Information of Spatial Segments via SAE

Auto-encoder (AE) is a basic deep learning architecture model based on a symmetrical neural network in which input signal is reconstructed at the output layer by going through an intermediate layer. It can be used to learn the deep and abstract features of the data in an unsupervised manner [10]. In general, the input layer of the auto-encoder maps the input \( x \) to a hidden representation through an encoder function and the hidden layer can be considered as a new feature representation. The hidden layer is then utilized to reconstruct an estimate of the input through a decoder function as shown in Fig. 2. Non linear sigmoid function is the most commonly
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Fig. 2: General SAE model. It learns a hidden feature from input.

3. EXPERIMENTAL RESULTS AND PERFORMANCE COMPARISONS

In order to validate the effectiveness, proposed method was evaluated on two real hyperspectral datasets, Pavia University and Indian Pine captured with different sensors.

3.1. Data Set Description

Indian Pine data set was acquired by AVIRIS sensor in 1992. It consists of 220 spectral channels each with the dimension of 145 × 145 and contain 16 classes. Pavia University dataset was captured by ROSIS sensor over the area of Pavia University. It consists of 610 × 340 pixels with 103 spectral bands after removing the water absorption bands. It comprises of 9 different classes. We randomly selected 10\% samples for training and remaining 90\% for testing in both the datasets as shown in Table 1 and Table 2.

3.2. Parameter Setting

We conducted our experiment on windows 7 system, on 4.0 GHz processor with NVIDIA GeForce GTX 970. The code was implemented in Theano. For both the datasets, we used 180 units in the first hidden layer and 100 units in the second hidden layer, as experimentally shown in [7]. According to the research’s observation, number of hidden units is more imperative than the number of hidden layers. The proposed method HVSAE is compared with well known existing methods such as stacked auto-encoder with
Table 1: Classification accuracy of each class for the Indian Pine dataset and comparison with existing approaches.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training</th>
<th>Test</th>
<th>LORSAL-MLL</th>
<th>SAE-LR</th>
<th>HVSAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>100</td>
<td>93.33</td>
<td>94.11</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>143</td>
<td>1291</td>
<td>93.47</td>
<td>95.54</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>83</td>
<td>751</td>
<td>93.41</td>
<td>96.31</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>211</td>
<td>93.34</td>
<td>96.31</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>447</td>
<td>93.47</td>
<td>95.54</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>75</td>
<td>672</td>
<td>93.41</td>
<td>96.31</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>23</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>49</td>
<td>440</td>
<td>93.98</td>
<td>96.89</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>97</td>
<td>871</td>
<td>83.64</td>
<td>85.78</td>
<td>90.73</td>
</tr>
<tr>
<td>11</td>
<td>247</td>
<td>2221</td>
<td>83.46</td>
<td>84.66</td>
<td>89.42</td>
</tr>
<tr>
<td>12</td>
<td>61</td>
<td>553</td>
<td>81.62</td>
<td>87.27</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>21</td>
<td>191</td>
<td>100</td>
<td>98.87</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>129</td>
<td>1165</td>
<td>81.62</td>
<td>87.27</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>38</td>
<td>342</td>
<td>81.79</td>
<td>90.95</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>85</td>
<td>100</td>
<td>98.88</td>
<td>99.05</td>
</tr>
</tbody>
</table>

Overall Accuracy: 87.18
Average Accuracy: 86.85
Kappa Coefficient: 0.8536

Table 2: Classification accuracy of each class for the Pavia University dataset and comparison with existing approaches.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training</th>
<th>Test</th>
<th>LORSAL-MLL</th>
<th>SAE-LR</th>
<th>HVSAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>597</td>
<td>6034</td>
<td>100</td>
<td>98.78</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1681</td>
<td>16971</td>
<td>99.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>189</td>
<td>1910</td>
<td>99.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>276</td>
<td>2788</td>
<td>99.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>121</td>
<td>1224</td>
<td>99.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>453</td>
<td>4576</td>
<td>97.24</td>
<td>96.44</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>120</td>
<td>1210</td>
<td>95.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>331</td>
<td>3351</td>
<td>93.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>85</td>
<td>862</td>
<td>98.95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Overall Accuracy: 98.95
Average Accuracy: 97.46
Kappa Coefficient: 0.9819

logistic regression(SAE-LR) [7] and augmented lagrangian-multilevel logistic (LORSAL-MLL) [11].

3.3. Spectral-Spatial Classification Results

For Indian Pine dataset we used first six components of PCA and a window size of $7 \times 7$ for SAE-LR. Classification results of Indian Pine dataset and its comparison is shown in Table 1 and Fig. 3. Mixed pixel is the major challenge in this dataset due to its low spatial resolution and small size. Results approve that spectral-spatial classification using contextual feature extraction has significant effect on the classification accuracy because spatial features help prevent the salt and paper noise.

For Pavia University dataset, we used first six components of PCA and a window size of $9 \times 9$ for SAE-LR. Classification results and its comparison is shown in Table 2 and Fig. 3. Overall, experimental results demonstrates the significant improvement in HSI classification by incorporating spatial information and spectral feature selection. The algorithm has performed significantly well on the low spatial resolution dataset.

4. CONCLUSION

This paper proposes a new HVSAE approach to exploit spatial contextual features via hyper-voxel segmentation for efficient HSI classification. The dimension of each hyper-voxel can be flexibly modified according to the HSI spatial structures, which results into an improved exploitation of spatial information. HVSAE then utilizes the multi-layer SAE to efficiently exploit the HV based spatial features and selected spectral features within and among segmented hyper-voxels. Experimental performance shows that proposed technique produces improved results than other present techniques in HSI classification, particularly in HSI with minor spatial structures. Moreover, HVSAE as one of the efficient feature extractor, performs well in diverse images, specially for complex urban scenes.

One of our future research track is to develop a more efficient approach for selecting the number of hyper-voxels based on diverse spatial contextual information. Furthermore, HVSAE approach can effectively be applied to other HSI applications such as surveillance, noise detection, and object identification and classification.
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